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ABSTRACT
In this paper, we propose a novel hybrid network with Laplacian
enhancing unit for image enhancement. We combine the merits of
two representative enhancement methods, i.e., the scaling scheme
and the generative scheme, by forming a hybrid enhancing module.
Meanwhile, we model image enhancement in a progressive manner
with a deep cascading CNN architecture, in which the previous
feature maps are used to enhance subsequent features to get an
improved performance. Specifically, we propose a Laplacian en-
hancing unit, which can adjustably enhance the detail information
by adding the residual of previous feature maps. This unit is em-
bedded across layers for progressively enhancing the features. We
build our network on the U-Net architecture and name it Hybrid
Progressive Enhancing U-Net. Experiments show that our method
achieves superior image enhancement results compared with the
state-of-the-arts, while retaining competitive implementation effi-
ciency.
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1 INTRODUCTION
With the increasing usage of mobile phones and digital cameras,
obtaining images becomes cheaper and easier. Still, images taken
by the nonspecialist or under poor lighting conditions often suffer
from low quality. To improve the visual experience of these captured
images, softwares such as Photoshop are widely used for image
enhancement. However, using the specially designed softwares is
time-consuming and requires professional skills.
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Figure 1: PSNR and execution time comparisons on MIT-
Adobe FiveK dataset of different methods. Our HPEU
achieves the best performance. Note that, after adding the
guided filter, our method achieves the highest efficiency.
And after adding our HEM, the performance of DGF has im-
proved without decelerating the speed.

Recently, a number of deep learning methods have been pro-
posed for automatic image enhancement, which can be roughly
summarized into two categories: scaling methods [10, 12, 22] and
generative methods [4, 13]. The former usually scale the input
pixels or features by learning a mapping function for the stretch-
ing relationship between input and target images, while the latter
generate new components from extracted features to reconstruct
output images. Although these two kinds of methods have achieved
promising results, the task of image enhancement still remains
challenging due to the complexity of factors that degrade the image
quality, and there is still a large room for improvement.

In this paper, we propose a hybrid enhancing module (HEM)
by jointly exploiting the merits of scaling methods and generative
methods.We implement this module by splitting featuremaps in the
last layer of a deep network into two branches. One is used to obtain
the confidence map for pixel stretching, which then produces the
scaling component from the input image. The other is used to obtain
the generative component for information compensation. The final
enhanced result is obtained by fusing the scaling component and
the generative component. To the best of our knowledge, this is the
first time to combine the scaling scheme and the generative scheme
for image enhancement.
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Figure 2: The overall structure of HPEU. Our network is based on a U-Net architecture. The LEU is embedded in the feature
extraction part and the HEMmainly forms the feature reconstruction part.

On the other hand, traditional image enhancement is a progres-
sive procedure, where an image is processed by a number of steps
[23, 26, 30] and the intermediate result can benefit the subsequent
step. However, existing deep learning methods directly propagate
the extracted features to the next layer, and these features are not
further processed. Since features at different layers exhibit different
image characteristics [31], enhancing the extracted features can
highlight specific information. This helps the subsequent layer to
make better use of the information contained in the previous layer.
Inspired by the Laplacian enhancement method [15], we develop
a Laplacian enhancing unit (LEU) which can enhance the feature
maps according to their different layers. We implement this unit by
calculating the residual between adjacent layers, and then add the
residual to the subsequent layer followed by a multiplier. This pro-
cedure can be regarded as a network embodiment of the Laplacian
enhancement method where the multiplier is learned from training
data. Since LEU can be embedded across all network layers, it can
progressively enhance the features.

To guarantee the implementation efficiency, we integrate the
proposed HEM and LEU under a lightweight U-Net architecture
[12] to form our Hybrid Progressive Enhancing U-Net (HPEU). The
contributions of this work are summarized as follows:
• We propose a novel HEM by jointly exploiting the merits of
generative methods and scaling methods, which achieves an
improved performance.
• We introduce a new LEU by adding the residual of adjacent
layers to the subsequent layer, which realizes progressive
enhancement and boosts features with adjustable enhancing
degrees.
• Our lightweight HPEU integrating HEM and LEU achieves
state-of-the-art image enhancement performance on several
widely used datasets while retaining competitive efficiency,
as shown in Fig. 1.

2 RELATEDWORK
In the past decades, various methods have been proposed for image
enhancement. We divide these methods into two categories: scaling
methods and generative methods.

2.1 Scaling Methods
Traditional image enhancement methods mainly belong to the scal-
ing category. Most of them process the image in the spatial domain
[6]. For example, Tian et al. [22] propose a local and global his-
togram based method for image enhancement. In [15], the Lapla-
cian operator is utilized to scale the high-frequency components of
the image. Other methods enhance the image by manipulating com-
ponents in some transform domains, such as the wavelet transform
[1]. Hybrid domain methods combine spatial domain methods and
frequency domain methods. For example, Fan et al. [29] convolve
the input image with an optimal Gaussian filter, divide the original
histogram into different areas by the valley values, and separately
process each area.

Recently, deep learning methods have been introduced for image
enhancement, many of which adopt the scaling scheme. Deng et al.
[5] propose a deep neural network to globally enhance the input
image by learning the coefficient of some adjustment operators,
such as gamma adjustment and contrast adjustment. Gharbi et al.
[8] propose a novel network architecture that can process 1080p
resolution video in real-time on smartphones by learning the affine
transformation between input and target images. Huang et al. [12]
develop a lightweight U-Net based architecture that uses the global
feature to learn a scaling layer operating on the input features
to get the final output. Park et al. [20] propose a reinforcement
learning based framework that adjusts the pixels step-by-step. All
of the above methods attempt to obtain the stretching relationship
between input and target images. Furthermore, the scaling scheme
has also been adopted in other low-level vision tasks such as color
constancy [11] and image dehazing [16].

2.2 Generative Methods
The generative methods mainly use CNN architectures, which have
made great progress in many low-level vision tasks, including super-
resolution [7], dehazing [3], denoising [32], and hyper-spectral
reconstruction [27]. This kind of approaches extract the features
from the input image and reconstruct them to form the target image.
To name a few, Ignatov et al. [13] propose an architecture which
comprises several residual blocks and exploits perceptual losses to
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train the network. Yan et al. [28] propose an architecture which
fuses the information of the color histograms from the input image.
EnhanceNet [21] generates images with more realistic texture by
using a perceptual loss. Chen et al. [4] use a sequence of dilated
convolution layers to achieve both large receptive fields and fast
speed. Based on [4], Wu et al. [25] propose a framework which
processes the image on the low resolution and up-samples it by
applying a guided filter layer to achieve a fast speed.

Despite the encouraging progress, existing methods use either
the scaling scheme or the generative scheme, which cannot take
full advantage of these two ways. Besides, while traditional image
enhancement generally processes the image progressively, existing
deep learningmethods only extract and propagate the features with-
out further processing. Intuitively, if the features can be enhanced
at each step, they can provide more effective information for the
following operations. The above issues motivate us to design a new
architecture to jointly exploit the merits of scaling methods and
generative methods, which also inherits the advantage of traditional
image enhancement by enhancing the features progressively.

3 PROPOSED METHOD
In this section, we first briefly introduce the network structure of
HPEU and then elaborate HEM and LEU, which are the two cores
of our method.

3.1 Network Structure of HPEU
Our proposed method is based on the U-Net architecture [12] as
shown in Fig. 2, which contains an encoder and a decoder. The
encoder down-samples the features to the low-resolution space,
while the decoder up-samples the features to the original size. To
acquire global information, we adopt a global fusion layer as in
[12], which uses average pooling to process the features and then
concatenates them with former features after a fully-connected
layer. By deploying this operation, this architecture can process
any size of images and avoid artifacts.

Different from [12], we remove the first layer and replace the
convolution layer of stride 2 with the max-pooling layer to down-
sample the features, which accelerates the implementation speed.
We divide our HPEU into two parts: feature extraction and feature
reconstruction. In the feature extraction part, we embed LEU in
the network in place of two successive convolution layers, which
can progressively enhance the feature at the different layers. In the
feature reconstruction part, we adopt HEM as a substitute for the
last layer of the network in [12]. The HEM generates a confidence
map and a generative component at the same time. The confidence
map is used to scale the input image in a pixel-wise manner to
produce the scaling component and the generative component is
used to complement more information. The final enhanced image
is the summation of the scaling component and the generative
component.

3.2 Hybrid Enhancing Module (HEM)
We design HEM by exploiting the scaling scheme and the gener-
ative scheme in a complementary way. Since both methods have
promising performance, combining them together can fully utilize
their advantages.
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Figure 3: The structure of hybrid enhancing module (HEM).

(a) Input (b) Output

(c) Confidence map (d) Scaling component (e) Generative component

Figure 4: Illustration of different components in HEM. The
confidence map scales the input image while the generative
component compensates the scaling component.

We now describe the detail of HEM. As shown in Fig. 3, the fea-
ture in the last layer of HPEU contains N channels. These channels
are separated into two branches: one is convoluted into a confi-
dence map with three channels, and the other is convoluted into
the generative component with one channel. The kernel size of
these convolution layers is 3. The activation functions of the scal-
ing branch and the generative branch are Leaky Relu [18] and Tanh
[14] respectively. This procedure can be expressed as follows




c = A1 (Φ1 (S (T ,M ))),

д = A2 (Φ2 (S (T ,N −M ))) · α + β ,
(1)

whereT denotes the feature map with N channels,M is the number
of channels assigned for producing the confidence map, S is the
separate operation for channels, Φ1 and Φ2 are two convolution
layers, A1 and A2 are leaky Relu and Tanh activation functions,
respectively, c is the produced confidence map, and д is the gen-
erative component. We multiply the Tanh activation result with a
factor of α and add a bias of β to make sure that the value of the
generative component is similar to a normal image.

We obtain the scaling component by multiplying the input image
with the confidence map. The final output is obtained by

y[i, j] = x[i, j] · c[i, j] + д[i, j], (2)
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Figure 5: The structure of Laplacian enhancing unit (LEU).
The feature enhancing process is the core of LEU.

where x is the input image, y is the final output, i and j denote
the pixel position in the spatial dimensions. Note that the three
channels of the confidence map correspond to the R, G, B channels
of the input image, and the generative component is only for the
luminance compensation.

Eq. (2) demonstrates that the confidence map can scale the input
image in a pixel-wise manner. Since different objects in an image
have different scene information, the deep network can force them
to be enhanced in adjustable degrees. As shown in Fig. 4(c), the
confidence map scales different regions of the input image. The
generative component as shown in Fig. 4(d) is reconstructed from
the features. Since the scaling component looks unnatural as shown
in Fig. 4(e), the generative component plays a role as a compensation
of the scaling one. By adding the generative component and the
scaling component together, the visual quality is further improved.
Alternative channel division methods can be used to produce the
confidence map and the generative component by changing the
value ofM in Eq. (1).

3.3 Laplacian Enhancing Unit (LEU)
Inspired by the Laplacian enhancement method [15], we design
LEU to simulate the progressive procedure for feature enhancement.
The Laplacian enhancement method enhances images by adding
the scaled high-frequency part of images. It can be expressed as

E = I + sc · (I − h(I )), (3)

where h is the blur kernel function, I is the original image, sc is the
constant scaling coefficient and E denotes the enhanced image.

Regarding the kernel function in Laplacian enhancement as a
specific convolution kernel that is not learnable, the features in the
deep network can be enhanced by using the same principle. Specif-
ically, we use the residual between adjacent layers as the substitute
of the high-frequency part, and replace the scaling coefficient sc
with a learnable parameter. That is

L(F1) = F1 + sl · (F1 − Φ(F1)), (4)

where L(·) denotes the feature enhancing process, F1 is the feature
in the first layer, Φ is the convolution kernel and sl is the learnable
coefficient.

However, compared with F1, the features in the subsequent layer
contain information with a larger scale due to the increase of re-
ceptive fields. Thus, in order to enhance the features behind F1, we
form LEU as shown in Fig. 5 and the feature enhancing process in

(a) The avearge feature map in the 1st LEU

(b) The avearge feature map in the 7th LEU

Figure 6: Visualization of the absolute average feature maps
after different LEUs. From left to right: F1, F2 − F1, and L(F1),
respectively.

LEU can be expressed as

L(F1) = Φ(F1) + sl · (Φ(F1) − F1), (5)

If we denoteΦ(F1) as F2, Eq. (5) can be expressed as the same format
of Eq. (3) and Eq. (4) as

L(F1) = F2 + sl · (F2 − Φ−1 (F2)), (6)

where Φ−1 is the inverse procedure of convolution.
The only difference between Eq. (6) and Eq. (3) is that the blur

kernel function in Eq. (3) is replaced by the inverse procedure of
convolution. With such a Laplacian enhancing unit, we can en-
hance the features with increasing receptive fields. The degree of
the enhancement can be learned in the form of the scaling coef-
ficient sl . If the feature needs to be enhanced more, sl would be
larger. Moreover, since the convolution layer is a learnable kernel,
the residuals now represent any desired information to emphasize
rather than just high-frequency parts.

In this way, LEU can enhance different levels of features with ad-
justable degrees. For example, in shallow layers, it mainly enhances
the local regions with edges. On the contrary, due to the increased
receptive fields, it enhances the global structures in deep layers.
As shown in Fig. 6(a), in shallow layers, LEU enhances the local
regions with rich details, such as the textures on the face. While in
deep layers as shown in Fig. 6(b), the global structures of head and
hair are enhanced.

Since LEU also contains the convolution layer for feature extrac-
tion, we express the whole procedure through LEU as

G (F0) = L(Φex (F0)) = L(F1), (7)

where F0 is the input feature of LEU, Φex is the convolution layer
for feature extraction. By embedding LEU across all network layers,
HPEU can progressively enhance the features and the subsequent
layer of LEU is able to utilize the enhanced features better. This
progressive procedure can be formulated as

Fn0 = G
n (Gn−1 (...(G2 (G1 (F 00 ))))), (8)

where Fn0 denotes the features processed after n-th LEUs.
We repeatedly deploy the LEU in the feature extraction part.

Since the final confidence map and the generative component are
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(a) Input (b) Baseline (c) Baseline+LEU (d) Baseline+HEM (e) HPEU

(f) Ground truth (g) Error map of (b) (h) Error map of (c) (i) Error map of (d) (j) Error map of (e)

Figure 7: Visual results from theMIT-Adobe FiveK dataset for ablation study. Errormaps show the residual between the output
image and the ground truth, measured by Manhattan distance in 0-255 RGB space. Darker pixels indicate larger errors.

transformed from the features, better enhanced features effectively
promote the enhancement performance, as demonstrated in the
experiments below.

4 EXPERIMENTS
4.1 Datasets and Settings
The MIT-Adobe FiveK dataset [2] is widely used for image process-
ing tasks, such as enhancement, image smoothing, and nonlocal
dehazing. We adopt it as the main dataset to evaluate the perfor-
mance of our method. This dataset contains 5,000 high-resolution
photographs covering a broad range of scenes, subjects and lighting
conditions. Each picture has five well-aligned categories with high-
quality edition provided by five experts. These five categories are
named Expert A, B, C, D, and E, respectively. Since the category Ex-
pert C is mostly used for the image enhancement task, it is selected
as the high-quality image sets in our experiments. Since the content
of these images is not relevant to the index, we use the first 4.5K
pairs from it for training and the other 497 pairs for testing (the 3
pairs left are not well aligned). To train our network, we resize the
training images to the resolution of 480s (i.e., the short side of an
image is resized to 480 without changing the aspect ratio) for the
pre-training stage in the first 150 epochs. For the fine-tuning stage
in the latter 30 epochs, we randomly resize the training images to
320s, 480s, 720s, 1080s and 1440s, which is also adopted to resize the
testing images. This is in accordance with previous works [4, 25].

To further evaluate the performance of our method, we also
adopt a subset of the DPED dataset [13] tailored for enhancement,
from which image pairs are separated into many small patches and
are not precisely aligned. The DPED dataset contains photographs
taken by four devices, including three mobile phones which are
of low-quality and one DSLR camera which captures high-quality
images. The images in this dataset are cut into patches of size
100×100 and then coarsely aligned. We mainly use the images
captured by iPhone 3GS and the corresponding DLSR version in our
experiments, which contains 160,471 patches for training and 4,354
patches for testing, named DPED-iPhone. Moreover, it contains 29
full-size iPhone-3GS images without corresponding DSLR images,

which we use as additional testing images. The other two sub-
datasets are called DPED-Sony and DPED-Blackberry, which are
used to evaluate the generalization capability of the networks.

We implement our network by using Tensorflow. For the MIT-
Adobe FiveK dataset, we train the images with the batch size of
one by using the learning rate of 0.0001 on one single NVIDIA-
GTX1080Ti GPU for 180 epochs. While for the DPED dataset, we
train the network by using the learning rate of 0.0002 for 150000 iter-
ations with the batch size of 32 on the same device. We evaluate the
running time of different networks on a low-end NVIDIA-GTX730
GPU, which can better distinguish the difference of their speed.
For HPEU, we assign the values of N andM to 4 and 3, and α and
β to 0.58 and 0.5 as the same in [13]. Other compared methods
are conducted under the same conditions and training data. PSNR
and Multi-Scale SSIM (MS-SSIM) [24] are adopted to evaluate the
performance of enhancement.

4.2 Ablation Study
Investigation of HEM and LEU. We conduct several ablation
experiments to demonstrate the effectiveness of the proposed HEM
and LEU. For a fair comparison, we use the mean square error
(MSE) loss uniformly during the training process for all compared
methods, unless noted otherwise. We adopt the HPEU without
HEM and LEU as the baseline in our ablation study. The results
in Table 1 show that, while using either HEM or LEU alone can
improve the PSNR, combining them together to form HPEU can
achieve a notable performance gain of 0.62dB compared with the
baseline. Note that, compared with the baseline, HPEU retaining the
implementation efficiency without introducing extra parameters.
Furthermore, after adding HEM and LEU, the visual quality is closer
to the ground truth as shown in Fig. 7.

Investigation of parameters. We investigate the contribution
of parameters by adjusting the number of filters in each layer. We
set the number of filters in each layer to 0.125, 0.25, 0.5, and 2 times
of that in the original HPEU respectively, and we also conduct
experiments for their corresponding baselines. As shown in Fig. 8,
HPEU can obviously improve the performance of the baseline if the
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Table 1: Ablation study of HEM and LEU on MIT-Adobe
FiveK dataset.

Methods PSNR MS-SSIM Time (ms) Parameters
Baseline 22.67 0.9355 371 3.8M
+LEU 22.94 0.9352 383 3.8M
+HEM 22.79 0.9405 390 3.8M
HPEU 23.29 0.9431 408 3.8M

Figure 8: Investigation of parameters.

number of parameters is relatively small. Note that when we use
25 percent of filters in each layer, HPEU can still keep competitive
performance compared to other methods shown in Table 2, while
achieving a fast speed compared to other networks shown in Table 4,
which demonstrates an elegant balance between performance and
speed of HPEU.

4.3 Comparison with State-of-the-Arts
Comparisonwith representative enhancement networks.We
compare our HPEU with several state-of-the-art supervised en-
hancement networks including DPED [13], RSGUnet [12] and CAN
[4]. Among these methods, RSGUNet belongs to the scaling cate-
gory, while CAN and DPED are generative methods. Since DPED
consumes massive computational resources and is unable to train
on existing GPUs on the full-size MIT-Adobe FiveK dataset, we
replace 64 channels with 16 channels in DPED to enable its training
on this dataset. For a fair comparison, we only use the MSE loss to
train all compared methods.

As shown in Table 2, HPEU outperforms other methods in terms
of both PSNR and MS-SSIM on the MIT-Adobe FiveK dataset. The
qualitative results are shown in Fig. 9, where our result is closer to
the ground truth. We also find that HPEU achieves a better perfor-
mance than other methods except for DPED on DPED-iPhone. The
reason is probably that the dataset is patch-wise and not precisely
aligned, and HPEU tends to introduce more relative deviation in the
down-sampled features. Still, the performance of our HPEU is very
close to DPED and achieves a much faster speed as shown in Table 4.
In summary, HPEU can achieve a promising performance with a

Table 2: Quantitative results of representative networks on
MIT-Adobe FiveK and DPED-iPhone datasets withMSE loss.

MIT-Adobe FiveK DPED-iPhone
Methods PSNR MS-SSIM PSNR MS-SSIM
DPED [13] 22.73 0.9282 22.90 0.9182
CAN [4] 22.71 0.9340 19.21 0.7770

RSGUnet [12] 22.72 0.9359 22.63 0.9186
HPEU 23.29 0.9431 22.82 0.9173

Table 3: Quantitative results of fast image processing meth-
ods on MIT-Adobe FiveK dataset.

Methods PSNR MS-SSIM
DGF [25] 22.64 0.9353
Hdrnet [8] 22.27 0.9391

HPEU+guided-filter-layer 22.59 0.9383

fast speed on both datasets, which demonstrates the effectiveness
and efficiency of our method.

Comparisonwith fast image processingmethods. Recently,
fast image processing methods have drawn more attention. Some
representative methods, such as Hdrnet [8] and DGF [25] have
been proposed. They can achieve a fast speed by processing images
on low resolution and then up-sample the outputs through the
guidance of the original images. For a fair comparison, we add the
guided filter in DGF to HPEU and the input image of the network
is resized to 100×100 resolution. We conduct the experiments on
full-size MIT-Adobe FiveK dataset. Table 3 and Table 4 demonstrate
that after adding the guided-filter, HPEU can achieve an even faster
speed as well as a comparable performance with DGF and Hdrnet.

Comparison of speed.Weuse the 1080×1080 resolution patches
to evaluate the speed of different methods, as this resolution is close
to the size of images daily captured. The results are shown in Ta-
ble 4, from which we can see that the speed of the original HPEU
is faster than other enhancement networks except for DGF and
Hdrnet. After adding the guided filter, HPEU achieves the highest
speed among all compared methods.

Comparison of perceptual quality. It is important to evalu-
ate the perceptual quality in the image enhancement task. Since
RSGUnet and DPED have achieved promising perceptual quality
on DPED-iPhone, we use this dataset for perceptual quality com-
parison. We add the perceptual loss of RSGUnet to HPEU and com-
pare HPEU with other networks. As shown in Table 5, our method
gives the highest PSNR and MS-SSIM after adding the perceptual
loss. Moreover, to evaluate the perceptual quality of enhancement,
we use 29 full-size images with no references from DPED-iPhone
to test different methods. The perceptual index proposed from
PIRM@ECCV 2018 challenge is adopted, which combines the Ma
[17] and NIQE [19] indexes, and is expressed as 0.5*((10-Ma)+NIQE)
(a lower score indicates better visual quality). The results shown
in Table 5 demonstrate that our method also achieves the best
perceptual index.

We further illustrate the visual results in Fig. 10. DPED can keep
the details of the image in the red bounding box while introducing
noise in the green bounding box, and RSGUnet has the opposite
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(a) Input (b) DPED (c) CAN (d) RSGUnet (e) HPEU
fas

(f) Ground truth (g) Error map of (b) (h) Error map of (c) (i) Error map of (d) (j) Error map of (e)

Figure 9: Visual results from the MIT-Adobe FiveK dataset for different methods. Error maps show the residual between the
output image and the ground truth, measured byManhattan distance in 0-255 RGB space. Darker pixel indicates larger errors.

Table 4: The average runtime of different methods for processing a 1080×1080 resolution patch.

Methods DPED (64) [13] DPED (16) CAN [4] RSGUnet [12] HPEU Hdrnet [8] DGF [25] HPEU+guided-filter
Runtime(ms) Out of memory 1895 2043 417 408 210 57 51

Table 5: Quantitative results of different methods with per-
ceptual loss on DPED-iPhone dataset.

Methods PSNR MS-SSIM Perceptual index
Input 17.08 0.8372 4.10

DPED [13] 22.57 0.9186 3.67
RSGUnet [12] 22.83 0.9254 3.77

HPEU 23.02 0.9255 3.50

effect that oversmooths the details in the red bounding box. As these
two methods belong to generative methods and scaling methods
respectively, our HPEU combines the merits of the two catogiries,
and achieves an elegant balance between detail enhancement and
noise suppression.

Comparison of generalization capbility. In practice, the en-
hancement network trained on a specific dataset will be finally
applied to real-world images. To demonstrate the generalization
performance of the above networks, we apply their models trained
on the MIT-Adobe FiveK dataset to DPED-iPhone, DPED-Sony, and
DPED-Blackberry. As shown in Table 6, HPEU outperforms other

Table 6: Generalization capbility of different networks on
three kinds of DPED datasets in terms of PSNR.

Methods DPED-iPhone DPED-Sony DPED-Blackberry
DPED [13] 17.22 16.58 16.32
CAN [4] 16.33 15.02 15.72

RSGUnet [12] 16.17 14.97 15.17
HPEU 18.32 16.91 17.39

networks by a large margin, which demonstrates that our method
has the best generalization capability.

4.4 Further Study
Extension of HEM to other architectures. To further demon-
strate the effectiveness of HEM, we replace the last layer of CAN,
DPED, andDGFwith this module.We separate half of their channels
to produce the generative component and the other half to produce
the confidence map. The results in Table 7 show that HEM can help
improve the performance of different networks, which is especially
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(a) Input (b) DPED (c) RSGUnet (d) HPEU

Figure 10: Visual results from the full-size DPED-iphone test images by using perceptual loss.

Table 7: Quantitative results of differentmethods before and
after adding HEM on MIT-Adobe FiveK dataset.

Original After adding HEM
Methods PSNR MS-SSIM PSNR MS-SSIM
DPED [13] 22.73 0.9282 22.84 0.9296
CAN [4] 22.71 0.9340 23.09 0.9407
DGF [25] 22.64 0.9353 22.73 0.9359

Table 8: Comparisons of LEU and ResBlock on MIT-Adobe
FiveK dataset.

Methods LEU-1 ResBlock-1 LEU-3 ResBlock-3
PSNR 20.87 20.75 20.9 20.71

Parameters 17K 17K 44K 44K

important to DGF without decelerating its speed as shown in Fig. 1.
Comparison of LEU with ResBlock.We further compare LEU
with ResBlock [9] to demonstrate that LEU is more effective than
the commonly used ResBlock. Specifically, we compare LEU and
ResBlock in a simple cascaded network with 16 channels. As can be
seen from the results in Table 8, LEU outperforms ResBlock with

both 1 and 3 blocks in terms of PSNR, without introducing extra
parameters.

5 CONCLUSION
We propose a novel hybrid network with the Laplacian Enhancing
Unit (LEU) and the Hybrid Enhancing Module (HEM) for image
enhancement. Different from previous CNN based methods, the
proposed HEM jointly exploits the merits of scaling methods and
generative methods to achieve an improved performance. The pro-
posed LEU can progressively enhance the features on different
levels and help the convolution layer better utilize the information.
We integrate HEM and LEU under a U-Net architecture to form our
lightweight HPEU, which has demonstrated excellent performance
as well as high inference speed. In future work, we plan to extend
our method to other image processing tasks.
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